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Abstract—This paper presents an analytical expression for the
signal-to-noise ratio (SNR) of the pulse position modulated (PPM)
signal in an ultrawideband (UWB) channel with multiple transmit
and receive antennas. A generalized fading channel model that
can capture the cluster property and the highly dense multipath
effect of the UWB channel is considered. Through simulations, it
is demonstrated that the derived analytical model can accurately
estimate the mean and variance properties of the pulse-based
UWB signals in a frequency-selective fading channel. Further-
more, the authors investigate to what extent the performance of the
PPM-based UWB system can be further enhanced by exploiting
the advantage of multiple transmit antennas or receive antennas.
Numerical results show that using multiple transmit antennas in
the UWB channel can improve the system performance in the
manner of reducing signal variations. However, because of already
possessing rich diversity inherently in the UWB channel, using
multiple transmit antennas does not provide diversity gain in the
strict sense [i.e., improving the slope of bit error rate (BER) versus
SNR] but can possibly reduce the required fingers of the RAKE
receiver for the UWB channel. Furthermore, because multiple
receive antennas can provide higher antenna array combining
gain, the multiple receive antennas technique can be used to
improve the coverage performance for the UWB system, which
is crucial for a UWB system due to the low transmission power
operation.

Index Terms—Pulse position modulation (PPM), time-switched
transmit diversity (TSTD), ultrawideband (UWB).

I. INTRODUCTION

W IRELESS systems continue to pursue even higher data
rates and better quality. The ultrawideband (UWB)

technique and space–time processing techniques are two
promising techniques to achieve this objective. However, how
to merge these two techniques together to further increase the
data rates is not an easy task. This paper investigates how
multiple transmit/receive antennas and the UWB system can
function together to exploit the synergy of marrying these two
advanced techniques.
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In general, the UWB system can be classified into three
kinds, namely 1) the multiband orthogonal frequency divi-
sion multiplexing approach; 2) the time-hopping ultrawideband
(TH-UWB) system; and 3) the direct-sequence ultrawideband
(DS-UWB) [1]. In this paper, we focus on the TH-UWB system
with pulse position modulation (PPM). Through modulating
an information bit over extremely large bandwidth of sev-
eral gigahertz, the TH-UWB system can possess many nice
properties, including the following: high path resolution in the
dense multipath fading environment [2]–[4]; smooth noise-like
frequency-domain characteristics [2]; carrierless transmission
[3]; and low transmission power operation [2], [3], [5].

Besides UWB, space–time processing transmit diversity
techniques, such as space–time block code (STBC) or space–
time trellis code (STTC), is another important research area
recently [6]–[9]. It is noteworthy that these space–time process-
ing transmit diversity schemes are originally designed for
signals with information bits modulated by the amplitude or
phase of a signal, rather than the occurrence time of a signal.
Since a PPM signal represents its data information bit according
to the pulse displacement from a specified time reference. Thus,
directly applying STTC or STBC in the PPM-based UWB
system may not be easy, especially in a highly dense frequency-
selective fading channel [10].

In spite of numerous advantages for the UWB system, it is
crucial to make the best use of the radiation power because of
its extremely low transmitted power. Consequently, although
fading may not be serious in the pulsed mode UWB system,
receive antenna diversity is suggested for the UWB system
to improve energy capture [11], [12]. In the literature, fewer
papers have been reported to address the issue of employing
transmit diversity for the pulsed UWB system, except [13] and
[14]. In [13], Weisenhorn and Hirt evaluated the performance
of the pulse-amplitude modulation (PAM) signals in the UWB
multiple-input multiple-output (MIMO) channel. In [14], Yang
and Giannakis proposed an STBC scheme for the PPM-based
UWB system in the flat fading real channel, where the received
pulses through the radio channel are assumed to be orthogonal
with each other.

To the best of our knowledge, it has not been seen that the
PPM-based UWB are evaluated using multiple transmit and
receive antennas are in a frequency-selective multipath fading
environment. The objective of this paper is to investigate to
what extent can transmit/receive diversity further improve the
performance for the PPM-based UWB system.
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Toward this end, we first analyze the statistical properties
of the PPM signals in a generalized frequency-selective fading
model proposed for the UWB system [15]. To accurately eval-
uate the UWB system performance, choosing an appropriate
channel model is very crucial. In the literature, many models
have been reported to characterize the UWB channel, such as
[5] and [16]–[21]. In particular, according to the measurement
results of [16] and [19], Zhu et al. [15] proposed a generalized
fading channel model for the UWB application, which can
possess two major properties of the UWB channel, namely:
1) clustering property and 2) highly frequency-selective fading.
Through simulations, we demonstrate that the derived ana-
lytical model can accurately estimate the first-order and the
second-order statistics of the pulse-based UWB signals in the
considered UWB channel model.

Second, we investigate the effect of applying the transmit/
receive antenna diversity techniques in the UWB system.
Specifically, we consider a time-switched transmit diversity
(TSTD) scheme [22] at the transmitter end, and the template-
based pulse detection using antenna diversity at the receiver
end [12]. Through simulations, we show that using multiple
transmit antennas in the UWB channel can improve the sys-
tem performance in the manner of reducing signal variations.
Because of already possessing rich diversity inherently, using
multiple transmit antennas does not provide diversity gain in
the strict sense [i.e., the slope of bit error rate (BER) versus
signal-to-noise ration (SNR)], but can reduce the complexity
of the RAKE receiver. As for the effect of receive diversity,
we demonstrate that the multiple receive antennas can improve
the performance of the UWB system by providing higher
antenna array combining gain even without providing the
diversity gain in the strict sense.

The rest of the paper is organized as follows. Section II
describes a generalized frequency-selective fading model for
the UWB system. In Section III, we discuss the signal model
and the template-based detection scheme for PPM signals.
In Section IV, we derive the closed-form expression for the
mean and variance of the PPM signal subject to the impact
of the considered UWB channel. In Section V, we discuss the
effect of applying the multiple transmit and receive antennas
technique in UWB systems. In Section VI, we present the
analytical and simulation results. We give our conclusions in
Section VII.

II. CHANNEL MODEL

To evaluate the performance of a UWB system with mul-
tipath fading, the discrete impulse response of the channel is
considered, which is given as

h(t) =
Lc−1∑
l=0

ξl∆(t − lTc) (1)

where Lc is the number of resolvable multipath components, Tc

is the chip duration or the length of the time bin, and ∆(t) is the
Dirac delta function. In (1), the amplitude fading factor on path
l (denoted as ξl) can be expressed as

ξl = blal (2)

where bl is equiprobable to take on the value ±1 and al is the
Nakagami fading term. The term bl is used to account for the
random pulse inversion that can occur due to reflections, as
observed in the measurements [21].

In this paper, we consider a UWB channel characterized by
the following three major properties [15]:

1) Gamma distribution to describe each resolvable path
power;

2) a modified Poisson process to characterize the clustering
property of the UWB channel and the number of the
simultaneous arrival paths;

3) exponential decay to model the average resolvable path
power in the time domain.

A. PDF of the Received Signal Power

For the lth path with path gain ξl and nl simultaneous arrival
paths, the probability density function (PDF) of the received
signal power y = ξ2

l = a2
l can be characterized by a Gamma

distributed random variable as [19]

fY (y) =
1

σnl

l 2
nl
2 Γ

(
1
2nl

)y
nl
2 −1e

− y

2σ2
l (3)

where Γ(α) =
∫ ∞
0 tα−1 exp(−t)dt and σ2

l = (1/nl)E[a2
l ]. In

the following, we discuss the way to calculate the terms nl

and E[a2
l ].

B. Number of Simultaneous Arrival Paths

The clustering property in the UWB channel can be charac-
terized by a modified Poisson process driven through a two-
state Markov chain [16]. If a resolvable path appears in the
previous time bin, a Poisson arrival process will be in the high
state with µH average simultaneous arrival paths; otherwise, it
will be in the low state with µL average simultaneous arrival
paths, where µH > µL. Let nl denote the simultaneous arrival
paths in the lth time bin. Then

Prob[nl = k] =

{
µk

H
k! e−µH , when nl−1 �= 0
µk

L
k! e−µL , when nl−1 = 0.

(4)

Note that the transition probability of a Poisson process with
a mean of µH changing to that with a mean of µL can be
calculated by α = e−µH ; or similarly, β = 1 − e−µL represents
the transition probability from the low state to the high state.

C. Average Resolvable Path Power

We apply the exponential decay model to characterize the
received signal power a2

l in the time domain [19]. Obviously, if
nl = 0, E[al] = 0. When nl �= 0

E
[
a2

l

]
=

{
1, when l = 1
γe−η(l−2), when l ≥ 2 (5)
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where η is the decay constant and γ is the power adjustment
factor except the first path.

III. SIGNAL MODEL AND DETECTION SCHEME

A. Signal Model

Consider a single user employing binary PPM in the UWB
channel. Let Tf and Tc be the frame time and the chip time
of the PPM signal, respectively. With the transmitted pulse
waveform wtr(t), the transmitted signal for the ith message bit
d(i) is written as [3]

s
(i)
tr =

Np−1∑
j=0

wtr

(
t − jTf − c

(i)
j Tc − d(i)δTc

)
(6)

where Np is the repetition number for one information bit,

{c(i)
j } is a time-hopping sequence, and δ is the modulation

index associated with the message bit, which is normalized to
the chip time Tc. The frame time Tf is assumed to be much
larger than Tc. In this paper, we assume that the transmitted
pulse waveform wtr(t) is

wtr(t) =
{

1, 0 ≤ t < Tc

0, otherwise
.

With the channel response h(t) and the noise n(t), the
received PPM data for the ith information bit is written as

s(i)
rec(t) = s

(i)
tr ∗ h(t) + n(t)

=
Np−1∑
j=0

x
(
t − jTf − c

(i)
j Tc − d(i)δTc

)
+ n(t) (7)

where the received pulse waveform x(t) = wtr(t) ∗ h(t). Since
the goal of this work is focused on the impact of the UWB
channel on the PPM signal detection in the single user case,
we ignore the time-hopping code. With respect to a particular
information bit sampled at the lth time bin within a frame, the
desired signal part in (7) can be written as

xl =
Lc−1∑
k=0

Np−1∑
j=0

ξlwtr

(
(l − k)Tc − jTf − d(i)δTc

)
(8)

where ξl and wtr are defined in (1) and (6).
For the message bit d(i) = 0 in the channel response with a

length of Lc, the received data r0 can be expressed as

r0 = x0 + n (9)

where x0 = [x1, x2, . . . , xLc
,

δ′s 0︷ ︸︸ ︷
0 . . . 0]T and n = [n1, n2, . . . ,

nLc
, nLc+1, . . . , nLc+δ]T. Similarly, for the message bit

d(i) = 1

r1 = x1 + n (10)

where x1 = [

δ′s 0︷ ︸︸ ︷
0 . . . 0, x1, x2, . . . , xLc

]T.

B. Signal Detection

Similar to [3], [12], and [23], we consider a template-based
detection scheme for the PPM signals. Having two possible
output waveforms x0 and x1 for message bit d(i) = 0 and
d(i) = 1 defined in (9) and (10), respectively, we can choose
p0 = x0 and p1 = x1 and represent a template signal p for the
binary PPM case as

p = −p0 + p1. (11)

Now, we take r1 as an example. Consider a RAKE receiver with
L fingers and denote the processed data zp1 as the inner product
of the received data r1 of (10) and the template p of (11). Then,
we have

zp1 =pTr1 =
(
−pT

0 + pT
1

)
r1

=
L∑

i=1

xixi −
L−δ∑
i=1

xixi+δ +
L∑

i=1

ni+δxi −
L∑

i=1

nixi

= sp1 + rp1 + np1 + np0 (12)

where sp1 =
∑L

i=1 xixi is the signal part, rp1 =
−

∑L−δ
i=1 xixi+δ is the redundancy part, np1 =

∑L
i=1 ni+δxi

is the noise part of the processed data zp1 from p1, and
np0 = −

∑L
i=1 nixi is the noise part of the processed data

zp1 from p0. From (12), we can use the sum of the pulse
correlator outputs as the test statistics to detect the transmitted
symbol. Specifically, if the processed data zp1 is larger than
zero, the transmitted message bit d(i) = 0; otherwise, we take
the transmitted message bit d(i) = 1.

IV. ANALYSIS OF PPM UWB SIGNALS

A. State Probabilities of the Modified Poisson Process

Consider a two-state Markov chain of (4) with the probability
α = e−µH changing from the high state to the low state, and
the probability β = 1 − e−µL changing from the low state to
the high state. Then, the transition probability matrix P is
represented as

P =
[

1 − α α
β 1 − β

]
. (13)

According to [24], the i-step transition probability matrix Pi

can be expressed as

Pi =
1

α + β

[
β α
β α

]
+

(1 − α − β)i

α + β

[
α −α
−β β

]
. (14)

Denote πH(l) and πL(l) = 1 − πH(l) as the probability of
the lth time bin in the high state of the Markov chain and that in
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the low state of the Markov chain, respectively. Clearly, πH(l)
can be expressed as

πH(l) =




1, if l = 1
1 − α, if l = 2
(1 − α)2 + αβ, if l = 3
(1 − α)3 + 2αβ(1 − α) + αβ(1 − β), if l = 4

β
α+β , if l ≥ 5.

(15)

Note that the steady state probabilities πH(l) and πL(l) are
πH(5) = β/(α + β) and πL(5) = α/(α + β).

B. Mean and Variance of the Processed Data for PPM-Based
UWB Signals

In the following, we describe the mean and the variance of
the processed data z [defined in (12)] for the PPM signal under
the UWB channel model described in Section II. Without loss
of generality, we take the processed data zp1 as an example.

Proposition 1: The average energy of the processed data zp1

can be calculated as

E[zp1] =
(

β

α + β

)
γe−3η − γe−(L−1)η

1 − e−η
+ A (16)

where

A = 1 + (1 − α)γ +
[
(1 − α)2 + αβ

]
γe−η

+
[
(1 − α)3 + 2αβ(1 − α) + αβ(1 − β)

]
γe−2η. (17)

Proof: See Appendix I. �
Proposition 2: The variance of the processed data zp1 can be

calculated as

VAR[zp1]

= 2
L∑

l=1

∞∑
k=1

1
k

(
E

[
a2

l

])2
(

β

α+β

µk
H

k!
e−µH +

α

α+β

µk
L

k!
e−µL

)

+ 2
L−1∑
l=1

(πH(5)πH(2) − πH(l)πH(l + 1)) E
[
a2

l

]
E

[
a2

l+1

]

+ 2
L−2∑
l=1

(πH(5)πH(3) − πH(l)πH(l + 2)) E
[
a2

l

]
E

[
a2

l+2

]

+ 2
L−3∑
l=1

(πH(5)πH(4) − πH(l)πH(l + 3)) E
[
a2

l

]
E

[
a2

l+3

]

+
L−δ∑
l=1

πH(l)πH(δ + 1)E
[
a2

l

]
E

[
a2

l+δ

]

+
L∑

l=1

πH(l)σ2
nE

[
a2

l

]
(18)

where πH(·) is defined in (15), E[al
2] is described in (5), L is

the number of fingers in the RAKE receiver, δ is the modulation
index associated with binary PPM, and σn is the standard
deviation of the Gaussian noise.

Proof: From (12), we can express the variance of the
processed data zp1 as

VAR[zp1] = VAR[sp1] + VAR[rp1]

+ VAR[np1] + VAR[np0]

+ 2COV[sp1, rp1] + 2COV[sp1, np1]

+ 2COV[sp1, rp0] + 2COV[rp1, np1]

+ 2COV[rp1, np0] + 2COV[np1, np0]. (19)

First, we can calculate the signal part VAR[sp1] as

VAR[sp1] = VAR
L∑

l=1

xlxl

=
L∑

l=1

VAR
[
a2

l

]
+ 2

L−1∑
m=1

L∑
n=m+1

COV
[
a2

m, a2
n

]

=
L∑

l=1

∞∑
k=1

VAR
[
a2

l |nl = k
]

· (πH(l)Prob[nl = k, nl−1 �= 0]

+ πL(l)Prob[nl = k, nl−1 = 0])

+ 2
L−1∑
l=1

COV
[
a2

l , a
2
l+1

]
+2

L−2∑
l=1

COV
[
a2

l , a
2
l+2

]

+ 2
L−3∑
l=1

COV
[
a2

l , a
2
l+3

]
. (20)

Applying the method of [25] to (4) and (15), the first term of
(20) can be computed as

L∑
l=1

VAR
[
a2

l

]
= 2

L∑
l=1

∞∑
k=1

1
k

(
E

[
a2

l

])2

·
(

πH(l)
µk

H

k!
e−µH + πL(l)

µk
L

k!
e−µL

)
. (21)

From (26), the second term of (20) can be obtained as

2
L−1∑
l=1

COV
[
a2

l , a
2
l+1

]

= 2
L−1∑
l=1

(
E

[
a2

l a
2
l+1

]
−E

[
a2

l

]
E

[
a2

l+1

])

= 2
L−1∑
l=1

([
πH(5)(1−α)2 + πL(5)β(1−α)

]
E

[
a2

l

]
E

[
a2

l+1

]
− πH(l)E

[
a2

l

]
πH(l+1)E

[
a2

l+1

])
= 2

L−1∑
l=1

(πH(5)πH(2) − πH(l)πH(l+1)) E
[
a2

l

]
E

[
a2

l+1

]
.

(22)
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Similarly, we can derive the third and the fourth terms of
(20) as

2
L−2∑
l=1

COV
[
a2

l , a
2
l+2

]

= 2
L−2∑
l=1

(
E

[
a2

l a
2
l+2

]
− E

[
a2

l

]
E

[
a2

l+2

])

= 2
L−2∑
l=1

([
πH(5)(1 − α)3 + πH(5)(1 − α)αβ

+ πL(5)β(1 − α)2 + πL(5)αβ2
]
E

[
a2

l

]
·E

[
a2

l+2

]
− πH(l)E

[
a2

l

]
πH(l + 2)E

[
a2

l+2

])
= 2

L−2∑
l=1

(πH(5)πH(3) − πH(l)πH(l + 2)) E
[
a2

l

]
E

[
a2

l+2

]
(23)

and

2
L−3∑
l=1

COV
[
a2

l , a
2
l+3

]

= 2
L−3∑
l=1

E
[
a2

l

]
E

[
a2

l+3

]
·
{

πH(5)
[
(1 − α)4 + (1 − α)2αβ

+ (1 − α)αβ(1 − α) + (1 − α)α(1 − β)β
]

+ πL(5)
[
β(1 − α)3 + β(1 − α)αβ

+ βα(1 − β)β + βαβ(1 − α)
]}

− πH(l)E
[
a2

l

]
πH(l + 3)E

[
a2

l+3

]
= 2

L−3∑
l=1

(πH(5)πH(4) − πH(l)πH(l + 3)) E
[
a2

l

]
E

[
a2

l+3

]
.

(24)

From (21)–(24), we can compute VAR[sp1] of (18). The
remaining terms of (18) will be derived in Appendix II. �

C. SNR for PPM Signal in the UWB Channel

With the mean and the variance of the processed data z,
we can compute the energy of a PPM signal in the UWB
channel as

Sp1 = E
[
s2

p1

]
= E[sp1]2 + VAR[sp1] (25)

where

E[sp1] =
L∑

l=1

πH(l)E
[
a2

l

]
. (26)

E[a2
l ] is given in (5), and VAR[sp1] can be obtained from (20).

As for the noise energy Np1, it can be calculated by

Np1 = VAR[rp1] + VAR[np1] + VAR[np0]

+ E[rp1]2 + E[np1]2 + E[np0]2 (27)

where E[rp1], E[np1], E[np0], VAR[rp1], VAR[np1], and
VAR[np0] are given in (50), (51), (52), (53), (55), and (56),
respectively. According to the results obtained (25) and (27),
we can estimate the SNRp1 of the processed data zp1 by

SNRp1 =
Sp1

Np1
. (28)

We will perform simulations to validate the accuracy of the
proposed analytical method in Section VI-B.

V. EFFECT OF MULTIPLE TRANSMIT AND

RECEIVE ANTENNAS

A. Repetition Codes

Fig. 1(a) shows the scenario of using repetition code with no
diversity (Tx1–Rx1) in the case Np = 2. First, we define the

processed data z
(f1)
p1.T1 and z

(f2)
p1.T1 in frames 1 and 2 as

z
(f1)
p1.T1 = sp1.T1 + rp1.T1 + n

(f1)
p1 + n

(f1)
p0 (29)

and

z
(f2)
p1.T1 = sp1.T1 + rp1.T1 + n

(f2)
p1 + n

(f2)
p0 (30)

where s, r, and n represent the signal part, the redundancy part,
and the noise part of the processed data z, the superscript (fi)
means the ith frame, the subscript p1 means the message bit
d(i) = 1, and the subscript Ti means the ith transmit antenna.
Denote the processed data for the no diversity scheme as zND

p1 .
Then, we have

zND
p1 = z

(f1)
p1.T1+z

(f2)
p1.T1

= 2sp1.T1+2rp1.T1+n
(f1)
p1 +n

(f1)
p0 +n

(f2)
p1 +n

(f2)
p0 . (31)

From (16), (18), and (31), the mean and variance of the
processed data zND

p1 can be computed respectively by

E
[
zND
p1

]
= 2E[sp1.T1] + 2E[rp1.T1]

+ E
[
n

(f1)
p1

]
+ E

[
n

(f1)
p0

]
+ E

[
n

(f2)
p1

]
+ E

[
n

(f2)
p0

]
(32)

and

VAR
[
zND
p1

]
= VAR[2sp1.T1] + VAR[2rp1.T1] + VAR

[
n

(f1)
p1

]
+ VAR

[
n

(f1)
p0

]
+ VAR

[
n

(f2)
p1

]
+ VAR

[
n

(f2)
p0

]
.

(33)
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Fig. 1. Diversity schemes. (a) No diversity. (b) Receive diversity. (c) TSTD.

Represent SND
p1 and NND

p1 as the signal energy and the noise
energy of the processed data zND

p1 , respectively. Then, we have

SND
p1 = 4E[sp1]2 + 4VAR[sp1] (34)

where VAR[sp1] and E[sp1] can be obtained from (20) and
(26), respectively. Furthermore, the noise energy NND

p1 can be
derived as

NND
p1 = 2σ2

n

L∑
l=1

πH(l)E
[
a2

l

]

+ 2
L−δ∑
l=1

πH(l)πH(1 + δ)E
[
a2

l

]
E

[
a2

l+δ

]
. (35)

Thus, by substituting related channel information of al and
πH(l) into (35), NND

p1 can be also obtained analytically.
From (34) and (35), we show how to calculate SNRND

p1

analytically.

B. Receive Diversity

Consider the receive diversity scheme (Tx1–Rx2) having
repetition codes with Np = 2 as shown in Fig. 1(b). We express
the processed data zRD

p1 for the receive diversity scheme as

zRD
p1 = zND

p1.T1 + zND
p1.T2 (36)

where the superscript RD means receive diversity. Clearly,
we can use the same method of obtaining E[zND

p1 ] in (32)

to compute the mean of the processed data zRD
p1 , which is

defined as

E
[
zRD
p1

]
= E

[
zND
p1.T1

]
+ E

[
zND
p1.T2

]
. (37)

Likewise, the variance of the processed data zRD
p1 can be calcu-

lated by

VAR
[
zRD
p1

]
= VAR

[
zND
p1.T1

]
+ VAR

[
zND
p1.T2

]
. (38)

Denote SRD
p1 and NRD

p1 as the signal energy and the noise
energy of the processed data zRD

p1 , respectively, and recall that
the (Tx1–Rx2) receive diversity scheme and repetition length
Np = 2 is considered. Then, we have

SRD
p1 = 16E[sp1]2 + 8VAR[sp1] (39)

and

NRD
p1 = 2NND

p1 . (40)

C. Transmit Diversity

Now, we consider a TSTD (Tx2–Rx1) scheme as shown
in Fig. 1(c). For the case with repetition length Np = 2, one
can express the processed data zTD

p1 for the transmit diversity
scheme as

zTD
p1 = z

(f1)
p1.T1 + z

(f2)
p1.T2. (41)

Since

E
[
zTD
p1

]
= E[zp1.T1] + E[zp1.T2] = 2E[zp1] (42)

we can calculate E[zTD
p1 ] by following the procedures of

evaluating E[zp1] in (16). Define ρ as the correlation coefficient
between the two transmit antennas. Then, the variance of the
processed data zTD

p1 is

VAR
[
zTD
p1

]
= VAR[zp1.T1] + VAR[zp1.T2] + 2COV[zp1.T1, zp1.T2]

= 2VAR[zp1]+2ρ
(√

VAR[sp1.T1]VAR[sp1.T2]

+
√

VAR[rp1.T1]VAR[rp1.T2]
)

(43)

where VAR[zp1] is defined in (18) of Proposition 2. Thus,
we can compute SNRTD from

STD
p1 = 4E[sp1]2 + 2(1 + ρ)VAR[sp1] (44)
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Fig. 2. Example of the UWB channel response in the time domain.

and

NTD
p1 = 2NND

p1 (45)

where E[sp1], VAR[sp1], and NND
p1 are given in (26), (20),

and (35), respectively.

VI. NUMERICAL RESULTS

A. UWB Channel Response

Fig. 2 shows an example of the UWB channel response
using the channel model described in Section II, with para-
meters listed in Table I. In the considered model, the channel
response time is set to 225 ns as in [15], the average number
of the resolvable paths is 80.72. Let N be the total time
bin number during the channel response time, TA the first
path arrival time, and tl is the arrival time of each resolv-
able path. Then, in our simulations, the mean excess delay
Tm = (

∑N
l=1(tl − TA)a2

l /
∑N

l=1 a2
l ) = 34.61 ns, and the root

mean square (rms) delay spread Trms = ((
∑N

l=1(tl − Tm −
TA)2a2

l )/(
∑N

l=1 a2
l ))

1/2= 37.98 ns.

B. Average SNR and Variance of the Pulse-Based
UWB Signals

Fig. 3 compares the SNR of PPM signals for no diversity,
receive diversity, and transmit diversity schemes. Through sim-
ulations, we validate the analytical results obtained by (34),
(35), (39), (40), (44), and (45) in Section IV. In Fig. 3, one
can find that the SNR of the receive diversity is the highest,
while the no diversity scheme and the transmit diversity have
the similar SNR.

TABLE I
SYSTEM PARAMETERS
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Fig. 3. Analytical and simulation results for the SNR of the PPM signals over the UWB channel with multiple transmit and receive antennas.

Fig. 4. Analytical and simulation results for the variance of the PPM signals over the UWB channel with multiple transmit and receive antennas.

Fig. 4 shows the variance of PPM signals with no diversity,
receive diversity, and transmit diversity schemes in the UWB
channel by analysis and simulations. From the viewpoint of the
signal variance, transmit diversity is the best, no diversity ranks
second, and receive diversity is the worst. Here, we assume that
the antennas of both receive diversity and transmit diversity are
mutually independent.

Fig. 5 shows the effect of spatial correlation ρ of transmit
diversity on the variance of the PPM signals over the UWB
channel. As shown in the figure, the variance of the PPM signals
increases as the correlation of transmit diversity increases.
From the results, it is implied that the diversity gain of transmit

diversity may not be significant in the UWB channel. In the
following, we will quantify the performance difference between
no diversity and having antenna diversity in terms of BER
performance.

C. Comparison for Different Diversity Schemes for the PPM
UWB System

Fig. 6 shows the BER performances of different diversity
schemes for the binary PPM signals in the UWB channel. In
the figure, the numbers adjacent to Tx and Rx represent the
numbers of the transmit and receive antennas, L represents the
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Fig. 5. Effect of spatial correlation of transmit diversity on the variance of the PPM signals over the UWB channel.

Fig. 6. BER simulation results for the different diversity schemes in the PPM UWB system. Here, Tx and Rx represent the transmit and receive antenna numbers,
respectively, L represents the RAKE finger number, f represents the frame number, and δ represents the delay time associated with PPM.

finger number in the RAKE receiver, f represents the frame
number, and δ represents the delay time associated with PPM.
We derived the two observations from Fig. 6.

1) Comparing the no diversity (Tx1–Rx1) scheme to the
TSTD (Tx2–Rx1) scheme, one can find that the TSTD
scheme can improve BER performance by about 2 dB
at BER = 10−4. As shown in Fig. 4, the signal of the
transmit diversity scheme is more stable than that of the
no diversity scheme, which can explain the BER perfor-
mance improvement of the transmit diversity scheme over

the no diversity scheme even though the SNRs of these
two diversity schemes are about the same in Fig. 3.

2) Recall that the diversity order can be roughly viewed as
the slope of BER versus SNR in the region with high
SNRs where the slope no longer increases. The higher
the diversity order, the steeper will be the slope of the
performance curve for BER versus SNR. As shown in
the figure, the TSTD (Tx2–Rx1) scheme indeed achieves
the same diversity order as the receive diversity
(Tx1–Rx2) scheme. Furthermore, comparing the
Tx2–Rx2 and the Tx1–Rx4 schemes, we find that the
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Fig. 7. BER simulations of the PPM UWB system with the different RAKE finger numbers, where Tx and Rx represent the transmit and receive antenna numbers,
respectively, L represents the RAKE finger number, f represents the frame number, and δ represents the delay time associated with PPM.

Tx2–Rx2 scheme can achieve about the same diversity
order as the Tx1–Rx4 scheme but at the cost of about
3 dB Eb/N0 loss. In this figure, it is demonstrated that
employing multiple TSTD or multiple receive antennas
can improve the UWB performance even though the
UWB channel possesses inherently rich diversity.

Note that because the MIMO UWB channel may perform
differently from the narrowband MIMO channel. For example,
severe correlation between channel paths may exist in a UWB
channel. Thus, the above results should be used cautiously as
an upper bound that quantifies the extent to which transmit
or receive antenna combining techniques can improve the per-
formance for the PPM-based UWB system. In the following,
we will examine how to exploit transmit diversity in the UWB
channel from a different perspective—reducing the complexity
of the RAKE receiver.

D. Effect of RAKE Finger Numbers

Fig. 7 shows the BER performance of the PPM UWB system
with different RAKE finger numbers. Two major remarks are
given as follows.

1) The transmit diversity scheme (Tx2–Rx1) with L = 30
(with the square legend) has the similar performance to
the scheme (Tx1–Rx1) with L = 50 (with the triangle
legend). It is implied that the complexity of RAKE
receiver can be alleviated at the cost of increasing the
transmit antennas by using TSTD.

2) Because of inherently large path diversity, adding more
transmit antennas in the UWB system cannot increase
the diversity order significantly. In the figure, the slope

of BER versus SNR for the cases of L > 50 with single
antenna (with the triangle legend) and that of L > 30
with two transmit antennas (with the squared legend)
are about the same. Nevertheless, transmit diversity can
slightly improve the BER performance for the PPM UWB
system from the signal variance perspective as explained
in Fig. 4.

VII. CONCLUSION

In this paper, we have derived an analytical expression for
the PPM signal in an UWB channel characterized by the cluster
effect and highly dense frequency-selective fading. Further-
more, we have demonstrated that the TSTD combined with the
template-based pulse detection can improve the performance of
the PPM-based UWB system.

Through analysis and simulations, we have the following two
major remarks.

1) Although multiple transmit or receive antennas cannot
deliver diversity gain for the UWB system in the strict
sense [i.e., improving the slope of BER versus SNR],
multiple transmit antennas can improve the system per-
formance in the manner of reducing signal variations.
Thus, transmit antennas can be used to reduce receiver
complexity since the number of fingers of a RAKE
receiver in the UWB system can be very high.

2) Multiple receive antennas can provide higher antenna
array combining gain. Because the transmitted power
in the UWB system is extremely low, multiple receive
antennas techniques can be an effective approach to im-
prove the performance from the view point of coverage
extension.
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Some possible interesting research topics that can be ex-
tended from this work include the derivation of analytical BER
performance for the PPM signals in the highly dense frequency-
selective fading channel. Furthermore, it is worth developing
an analytical model to incorporate the effect of time-hopping
and multiple access interference in a MIMO UWB system
with clustering property and highly dense frequency-selective
fading. Last but not the least, the provided analytical method to
calculate the signal energy in the UWB channel can be extended
to the PAM case.

APPENDIX I
PROOF OF PROPOSITION 1

From (2) and (12), we can express the mean of the processed
data zp1 as

E[zp1] = E[sp1] + E[rp1] + E[np1] + E[np0] (46)

where the signal part E[sp1] is defined as

E[sp1] = E

[
L∑

l=1

xlxl

]
=

L∑
l=1

E
[
ξ2
l

]
. (47)

From (5) and (15), we can have

L∑
l=1

E
[
ξ2
l

]
= A + B (48)

where A is defined in (17) and

B =
L∑

l=5

(πH(1 − α) + πLβ) E
[
a2

l

]

=
L∑

l=5

(
β

α + β
(1 − α) +

α

α + β
β

)
E

[
a2

l

]

=
(

β

α + β

)
γe−3η − γe−(L−1)η

1 − e−η
. (49)

Recalling that bl in (2) is ±1 equiprobable, we can calculate the
redundancy part E[rp1] of the processed data mean E[zp1] from
(12) as

E[rp1] = −E

[
L−δ∑
l=1

xlxl+δ

]

= −E

[
L−δ∑
l=1

alblal+δbl+δ)

]

= −
L−δ∑
l=1

E[alal+δ]E [(blbl+δ)]

= 0. (50)

Note that nl is a Gaussian random variable with zero mean,
and xl and nl are mutually independent. Thus, from (12), we

can express the p1 noise part E[np1] of the processed data mean
E[zp1] as

E[np1] = E

[
L∑

l=1

nl+δxl

]
=

L∑
l=1

E[nl+δ]E[xl] = 0. (51)

Similar to (51), the p0 noise part E[np0] of the processed data
mean E[zp1] can be calculated as

E[np0] = E

[
L∑

l=1

nlxl

]
=

L∑
l=1

E[nl]E[xl] = 0. (52)

Form (46), we prove Proposition 1.

APPENDIX II
PROOF OF PROPOSITION 2

In this appendix, we derive the remaining terms of the right-
hand side of (18) except VAR[sp1]. For the redundancy part
VAR[rp1] of the processed data, we first consider the ideal pulse
in the worst case of δ = 1. Since bl is equiprobable to take on
the value ±1, it is obvious that E[bl] = 0. Recalling (2), (8), and
(12), we can obtain

VAR[rp1]

= VAR

[
−

L−1∑
l=1

xlxl+1

]

= VAR

[
−

L−1∑
l=1

ξlξl+1

]

=
L−1∑
l=1

VAR[alblal+1bl+1]

+ 2
L−1∑
m=1

L−1∑
n=m+1

COV[ambmam+1bm+1, anbnan+1bn+1]

=
L−1∑
l=1

VAR[alblal+1bl+1]

=
L−1∑
l=1

E
[
a2

l a
2
l+1b

2
l b

2
l+1

]
− E[alal+1blbl+1]2

=
L−1∑
l=1

E
[
a2

l a
2
l+1

]
E

[
b2
l b

2
l+1

]

=
L−1∑
l=1

πH(l)πH(2)E
[
a2

l

]
E

[
a2

l+1

]
. (53)
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For the more general case δ �= 1, one can derive

VAR[rp1] =
L−δ∑
l=1

πH(l)πH(δ + 1)E
[
a2

l

]
E

[
a2

l+δ

]
. (54)

Next, we derive the noise part VAR[np1] of the processed
data variance VAR[zp1]. For the Gaussian noise with zero
mean and the variance of σ2

n/2

VAR[np1] = VAR

[
L∑

l=1

nl+1xl

]

=
L∑

l=1

VAR[nl+1xl]

+ 2
L−1∑
m=1

L∑
n=m+1

COV[nm+1xm, nn+1xn]

=
L∑

l=1

πH(l)σ2
n

2
E

[
a2

l

]
. (55)

Similarly, we can obtain

VAR[np0] =
L∑

l=1

πH(l)σ2
n

2
E

[
a2

l

]
(56)

and

COV[sp1, rp1] = E[s1rp1] − E[s1]E[r1]

=
L−1∑
l=1

πH(l)πH(2)E[al|nl �= 0]E
[
a2

l

]
E

[
a2

l+1

]
= 0. (57)

Last, it is easy to show that

COV[sp1, rp1] = COV[sp1, np1] = COV[sp1, np0]

= COV[rp1, np1] = COV[rp1, np0]

= COV[np1, np0] = 0. (58)

Hence, from (21)–(24) and (53)–(58), we have proven
Proposition 2.
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