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SUMMARY For time-delay systems with mismatched disturbances and uncertainties, this paper developed an integral sliding mode control algorithm using output information only to stabilize the system. An integral sliding surface is comprised of output vectors and an auxiliary full-order compensator. The proposed output feedback sliding mode controller can satisfy the reaching and sliding condition and maintain the system on the sliding surface from the initial moment. When the specific linear matrix inequality has a solution, our method can guarantee the stability of the closed-loop system and satisfy the property of disturbance attenuation. Moreover, the design parameters of the controller and compensator can be simultaneously determined by the solution to the linear matrix inequality. Finally, a numerical example illustrated the applicability of the proposed scheme.
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1. Introduction

Sliding mode control method [1]–[12] is one of efficient robust control approaches to stabilize systems in the presence of external disturbances and interior uncertainties and is well known for the complete robustness to matched disturbances and uncertainties. Its simple and explicit design procedure is another advantage. Based on Utkin’s research [1], the relative papers are continuing presented over the decade. Edward and Spurgeon [2] contributed the analysis and complete introduction of sliding mode methods, state and output feedback controllers, observers, and other applications. When the system states are all available, researchers have proposed many significant reports [3]–[6]. Chiang and Chiu [5] presented a novel TS recurrent fuzzy neural network based sliding mode control to stabilize the time-delay systems and compensate system uncertainties effectively. In the field of output feedback sliding mode control methods [7]–[12], many contributions stabilizing the disturbed and uncertain systems are published. In 2004, Niu et al. [9] extended an observer-based sliding mode control using LMI technique to regulate uncertain time-delay systems. Yan et al. [10] applied an effective sliding mode design technique using output only to control the time-delay systems with disturbances.

Adopting the output feedback sliding mode approach, this paper designs a set of control algorithm of time-delay systems with unknown disturbances and uncertainties. Time delay phenomenon exists in states, inputs, and outputs of many real systems, such as chemical process, electrical networks, nuclear reactors, biological systems, and economic models, etc. Because delay terms usually cause the system’s instability and worse performance, the control of time-delay systems [3], [4], [9]–[19] has been one of the most popular issues recently. Focusing on systems with state delay terms, Fridman and Shaked [13] presented an explicit and significant $H_{\infty}$ control method using the descriptor system transformation for time-delay systems with mismatched external disturbances and measurement noises. The descriptor system transformation can simplify the analysis of time-delay systems and effectively perform the disturbance attenuation.

There exists a synthesis problem in the design of output feedback sliding mode control for time-delay systems. Synthesizing a control law using the outputs only is significant since the derivative of the sliding surface always involves the unmeasured system states. For resolving this problem, a normal strategy is to add an extra constraint on the designed controller. Unfortunately, the strategy maybe has no solutions to controller parameters due to this extra constraint. In this paper, an output feedback integral sliding mode controller combining with a full-order compensator is proposed to improve the synthesis problem for time-delay systems with mismatched disturbances and uncertainties. The novel features of the proposed method are that the controller design involves no extra condition, and the parameters of controller and compensator as well as the integral sliding surface are all found from an LMI. Although mismatched disturbances cannot be eliminated completely even the system is in the sliding mode, the disturbance attenuation technique [20]–[22] can robustly reduce the effect of disturbances acting on a system to an acceptable level. The disturbance attenuation involving $H_{\infty}$ robust control method is a successful strategy to minimize the gain from external disturbances to the controlled output over all frequencies. It also helps the proposed controller guarantee the robust stability of the closed-loop system and accomplish the property of disturbance attenuation.

This paper is organized as follows. The description of time-delay systems and the problem formulation are given in Sect. 2. Section 3 is divided into three parts. In Sect. 3.1, the integral sliding surface is designed and the output feedback sliding mode control law is used to satisfy the reaching and sliding condition. Section 3.2 designs the full-order compensator and Sect. 3.3 presents that solution an LMI guarantee the robust stability once the system is in the slid-
ing mode, which detailed proof is shown in Appendix. The feasibility of the proposed method is illustrated in Sect. 4 with a numerical example. Conclusions are given in Sect. 5.

2. Problem Formulation

Consider a continuous-time time-delay system described by the state-space form as

\[
\dot{x}(t) = (A + \Delta A(t)) x(t) + (A_d + \Delta A_d(t)) x(t - \tau) + B (u(t) + f(x, u, t)) + E d(t)
\]

\[
y(t) = C x(t)
\]

\[
x(t) = \phi(t), \ t \in [-\tau, 0]
\]

(1)

where \(x \in \mathbb{R}^n\) is the system state vector, \(y \in \mathbb{R}^l\) is the system output vector, \(u \in \mathbb{R}^m\) is the control input vector, and \(d \in \mathbb{R}^p\) is the mismatched disturbance vector. The function \(f(x, u, t) \in \mathbb{R}^m\) represents the unknown matched uncertainty. The constant \(\tau\) is an unknown delay time but bounded by a known constant \(\tau^*\), where \(\tau \leq \tau^*\). The vector \(\phi(t)\) is a continuous initial function. The real constant matrices \(A, A_d, B, E, C\) and \(\Phi\) are known and have appropriate dimensions with \(l \geq m\). The structure uncertainties \(\Delta A(t)\) and \(\Delta A_d(t)\) satisfy \(\Delta A = D \Phi(t) H\) and \(\Delta A_d = D_d \Phi_d(t) H_d\), where \(D, D_d, H, H_d\) are non-unique known constant matrices with appropriate dimensions. Moreover, the matrices \(\Phi(t)\) and \(\Phi_d(t)\) are unknown, satisfying \(\Phi^T(t) \Phi(t) \leq I\) and \(\Phi_d^T(t) \Phi_d(t) \leq I\) for all \(t\), respectively. The controlled plant (1) can be rewritten as

\[
\dot{x}(t) = (A + D \Phi(t) H) x(t) + B (u(t) + f(x, u, t)) + (A_d + D_d \Phi_d(t) H_d) x(t - \tau) + E d(t)
\]

\[
y(t) = C x(t).
\]

(2)

Suppose that the triple \((A, B, C)\) is completely controllable and observable. Spurgeon and Edwards [2] have shown that there exists a stable static output feedback sliding mode controller if

\[
(C1) \ \text{rank}(CB) = \text{rank}(B) = m,
\]

\[
(C2) \ \text{the triple} \ (A, B, C) \ \text{is minimum phase.}
\]

In the case of time-delay systems satisfying the conditions \((C1)\) and \((C2)\), Castanos and Fridman [7] mentioned the state-dependent integral sliding surface design for linear systems with mismatched disturbances to ensure the robust disturbance attenuation. Niu et al. [9] proposed the observer-based sliding mode controller involving a synthesis condition to stabilize uncertain time-delay systems. Since the output is the only available signal, this paper presents the output-dependent integral sliding surface applying the full-order compensator in which the proposed control algorithm can guarantee the performance bound of robust disturbance attenuation [20], [21] once the system is in the sliding mode. The control algorithm involved the information of outputs and the compensator is designed to satisfy the reaching and sliding condition and force the controlled system to the sliding mode without any synthesis condition. Before introducing the main results, the following three assumptions are fulfilled throughout this paper.

**Assumption 1:** The matched term \(f(x, u, t)\) and mismatched disturbance \(d(t)\) are norm-bounded as

\[
\|f(x, u, t)\| \leq \eta(t, y) + \chi \|u(t)\| \quad \text{and} \quad \|d(t)\| \leq \bar{d}
\]

where \(0 < \chi < 1, \eta(t, y)\) and \(\bar{d}\) are known positive constants, respectively. The symbol \(\|\|\) denotes the 2-norm of *.

**Assumption 2:** The triple \((A, B, C)\) is minimum phase.

**Assumption 3:** \(\text{rank}(CB) = \text{rank}(B) = m\).

3. Integral Sliding Mode Controller Design

In this section, the output feedback integral sliding mode controller is first proposed by employing the full-order compensator. Then the controller using the output only is proposed to force system (2) in the sliding mode from the initial moment. Once the system is in the sliding mode, the proposed algorithm can guarantee the stability of the closed-loop system and sustain the nature of disturbance attenuation when an LMI has the solution.

3.1 Integral Sliding Surface and Sliding Mode Controller

Since Assumption 3 holds, we design the output-dependent integral sliding surface as

\[
s(t) = (GCB)^{-1} G (y(t) - y(0)) - \int_{0}^{t} v(q) dq
\]

(3)

where \(G \in \mathbb{R}^{ml}\) is chosen such that \(GCB\) is invertible and \(v \in \mathbb{R}^m\) is designed in the latter. Substituting system (2) into the derivative of \(s(t)\) with respect to time can obtain

\[
\dot{s}(t) = f(x, u, t) - v(t) + \tilde{G} ((A + D \Phi(t) H) x(t) + (A_d + D_d \Phi_d(t) H_d) x(t - \tau) + E d(t)).
\]

(4)

where \(\tilde{G} = (GCB)^{-1} G\). Referring to [12], define two regions \(\Omega_1\) and \(\Omega_2\) as

\[
\Omega_1 := \{x(t) \mid \|\tilde{G} (A + D \Phi(t) H) x(t)\| \leq \sigma_1\} \subset \Omega
\]

\[
\Omega_2 := \{x(t - \tau) \mid \|\tilde{G} (A_d + D_d \Phi_d(t) H_d) x(t - \tau)\| \leq \sigma_2\} \subset \Omega
\]

(5)

where \(\sigma_1 > 0\) and \(\sigma_2 > 0\) are known and bounded constants, and the region \(\Omega \subset \mathbb{R}^n\) is a neighborhood of the origin. Consider system (2) in \(\Omega_1 \times \Omega_2\) and design the control input as

\[
u(t) = v(t) - k(t) s(t) / \|s(t)\|
\]

(6)

where \(\sigma_1\) and \(\sigma_2\) are positive constants and

\[
k(t) = (\sigma_1 + \sigma_2 + \eta(t, y) + \chi \|u(t)\| + \psi \bar{d} + \mu)/(1 - \chi).
\]

The remaining control parameters \(\psi = \|G E\|\) and \(\mu\) are also positive constants. Through straightforward calculation, we know that

\[
k(t) = \chi k(t) + \chi \|v(t)\| + \sigma_1 + \sigma_2 + \eta(t, y) + \psi \bar{d} + \mu
\]
\[
\geq \chi \| u(t) \| + \sigma_1 + \sigma_2 + \eta(t, y) + \psi \tilde{d} + \mu.
\]

Substituting (6) into (4) can attain the following approaching and sliding condition:
\[
s^T(t) \dot{s}(t) \\
\leq \| s(t) \| \left( \| \tilde{G}(A + D \Phi(t) H) x(t) + Ed(t) \| + (A_d + D_d \Phi_d(t) H_d)x(t) - \tau + f(x,u,t) - k(t) \right) \\
\leq (\alpha \| x(t) \| + \beta \| x(t) \| + \eta(t,y) + \chi \| u(t) \| + \psi \| \tilde{d} \| - \kappa(t)) \| s(t) \| \\
\leq (\alpha \| x(t) \| + \beta \| x(t) \| - \sigma_1 - \sigma_2 - \mu) \| s(t) \| \\
\leq -\mu \| s(t) \|
\]

where \( \alpha = \| \tilde{G}(A + D \Phi(t) H) \| \) and \( \beta = \| \tilde{G}(A_d + D_d \Phi_d(t) H_d) \| \). Since \( s(0) = 0 \), the control input (6) can guarantee the following identities:
\[
s(t) = \dot{s}(t) = 0 \quad \forall \ t \geq 0.
\]

Therefore, the design of integral sliding surface (3) can shorten the transient time that the system entered the sliding mode efficiently. Subsequently, this paper focuses on the stability analysis when the system is in the sliding mode.

From (4), once the system is in the sliding mode, \( s(t) = \dot{s}(t) = 0 \), the corresponding equivalent control [2] is given by
\[
u(t) = -f(x,u,t) + f(x,u,0) + (A_d + D_d \Phi_d(t) H_d)x(t) + \dot{B} \xi(t).
\]

Deriving the closed-loop system dynamics in the sliding mode from substituting (7) into system (2) can obtain
\[
\dot{x}(t) = \left( I_n - BK \right) ((A + D \Phi(t) H) x(t) + Ed(t)) \\
+ (A_d + D_d \Phi_d(t) H_d)x(t) - \tau + Bo(t) \\
= N(A + D \Phi(t) H)x(t) + NEd(t) \\
+ N(A_d + D_d \Phi_d(t) H_d)x(t) - \tau + Bo(t) \\
(8)
\]

where \( N = I_n - BK \). Since system (2) is controllable, it can imply that the pair \( (NA, B) \) is also controllable. Referring to [20],[21], the robust disturbance attenuation for system (8) is to design a control input \( v(t) \) such that the system is stable and satisfies the following inequality:
\[
\int_0^\infty (y^T y + v^T R v) \, dq \leq \gamma^2 \int_0^\infty (d^T d) \, dq \quad \forall \ t \geq 0 \\
(9)
\]

where \( 0 \leq \gamma < \infty \) and \( R > 0 \) is a weighting matrix. Next subsection will utilize a full-order compensator to complete the design of \( v(t) \) fulfilling the robust disturbance attenuation.

Remark 1: In [7], the integration term in the sliding manifold can be thought as a trajectory of the system in the absence of perturbations and in the presence of the nominal control, that is, as a nominal trajectory for a given initial condition. In this paper, adding the integration term \( v(t) \) into the sliding surface (3) can compensate the degree of freedom to attenuate the effects of disturbances and uncertainties in the closed-loop system. Invoking the integrator is also helpful to analyze the stability and robustness of the closed-loop system.

3.2 Full-Order Compensator

Before designing the compensator, define the following matrices as
\[
U = -B(CB)^+ + Y(I_f - CB(CB)^+) \\
M = I_n + UC \\
\Gamma = L(I_f + CU) - MAU
\]

where \( (CB)^+ = ((CB)^T CB)^{-1}(CB)^T, Y \in \mathbb{R}^{n \times l} \) is an arbitrary matrix, and \( L \) is a gain matrix designed in the latter. Notice that \( MB = 0 \) and rank \( (M) = n - m \) from Assumption 3. Then the control input \( v(t) \) is generated from the following full-order dynamic compensator:
\[
\dot{\xi}(t) = (MA - LC) \xi(t) + \Gamma y(t) \\
v(t) = -K(\xi(t) - Uy(t)) \\
(10)
\]

where \( \xi \in \mathbb{R}^n \) is an available vector of auxiliary states. Moreover, \( K \in \mathbb{R}^{n \times n} \) is a gain matrix decided in the latter. According to (10) and \( MB = 0 \), the dynamics of error vector \( e = Mx - \xi \) can be given by
\[
\dot{e}(t) = -\Gamma y(t) + M((A + D \Phi(t) H)x(t) + Ed(t)) \\
+ (A_d + D_d \Phi_d(t) H_d)x(t) - \tau - (MA - LC) \xi(t) \\
= MD \Phi(t) H x(t) + (MA - LC) e(t) \\
+ M(A_d + D_d \Phi_d(t) H_d)x(t) - \tau + MED(t) \\
(11)
\]

On the other hand, \( v(t) \) can be rewritten as
\[
v(t) = -Kx(t) + Ke(t) \\
(12)
\]

Substituting (12) into (8) can obtain the system dynamics in the sliding mode as
\[
\dot{x}(t) = (N(A + D \Phi(t) H) - BK)x(t) + BKe(t) \\
+ N(A_d + D_d \Phi_d(t) H_d)x(t) - \tau + NE(t) \quad (13)
\]

Combining (11) with (13), the overall closed-loop system is shown as below:
\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{e}(t)
\end{bmatrix} = \begin{bmatrix}
NA - BK + ND \Phi(t) H & BK \\
MD \Phi(t) H & MA - LC
end{bmatrix} \begin{bmatrix}
x(t) \\
e(t)
end{bmatrix} \\
+ \begin{bmatrix}
NA_d + ND_d \Phi_d(t) H_d & 0 \\
MA_d + MD_d \Phi_d(t) H_d & 0
end{bmatrix} \begin{bmatrix}
x(t) - \tau \\
e(t) - \tau
end{bmatrix} + \begin{bmatrix}
NE \\
ME
end{bmatrix} d(t)
\end{bmatrix} \\
= A_w x(t) + B_w e(t) + G_w d(t)
(14)
\]

where
\[
A_w = \begin{bmatrix}
NA - BK + ND \Phi(t) H & BK \\
MD \Phi(t) H & MA - LC
end{bmatrix}, \\
B_w = \begin{bmatrix}
NA_d + ND_d \Phi_d(t) H_d & 0 \\
MA_d + MD_d \Phi_d(t) H_d & 0
end{bmatrix}, \text{ and } G_w = \begin{bmatrix}
NE \\
ME
end{bmatrix}.
\]
Moreover, we define the controlled output $z \in \mathbb{R}^{m}$ as

$$
z(t) = [C_0 \ x(t)] + [C_{e} \ \Phi(t) = [C_{e} - C_{0} K] \ x(t)] + [C_{e} \ \Phi(t)] e(t)
$$

$$
= \tilde{C} x(t) + \tilde{C}_e e(t) = C_w x(t) + \Phi(t)
$$

(15)

where $C_w = [\tilde{C} \ \tilde{C}_e] = [-C_{0} K \ \ C_{e} C_{0} K]$ and $C_{w} = R$. Next subsection will design the matrices $K$ and $L$, and analyze the robust stability of the closed-loop system (14).

3.3 Robust Disturbance Attenuation

Define $q(t) = [x^T (t) \ e^T (t)]^T$ and a quadratic energy function as

$$
E_{q}(q) = q^T P q + \int_{-\tau}^{0} q^T (\alpha) Q q(\alpha) d\alpha > 0
$$

(16)

where the matrices $P > 0$ and $Q > 0$ are determined in a latter. Then define the Hamiltonian function as

$$
H[d] = z^T z - \gamma^2 d^T d + dE_{q}/dt
$$

(17)

where $dE_{q}/dt$ is the derivative of $E_{q}$ along the trajectory of the closed-loop system (14). A sufficient condition satisfying the robust disturbance attenuation is that

$$
H[d] < 0, \text{ for all } d \in L_2
$$

(18)

Since (18) holds, $E_{q}(q)$ is a strict radially unbounded Lya-
punov function of the closed-loop system (14), and hence the robust stability can be guaranteed [20]. Notice that (18) is equivalent to sup $H[d] < 0$. As $z(t) = C_w q(t)$, (17) can be rewritten as

$$
H[d] = \tilde{z}^T \tilde{z} - \gamma^2 d^T d + dE_{q}/dt
$$

$$
= q^T (t) \left( A_u^T P + P A_u + Q + C_{w}^T C_{w} \right) q(t) - \gamma^2 d^T (t) \tilde{d}(t)
$$

$$
+ q^T (t) \left( P B_u q(t - \tau) + q^T (t) P B_u q(t - \tau) \right) Q q(t - \tau)
$$

$$
+ q^T (t) \left( P G_u d(t) + q^T (t) B_u^T P q(t) + d^T (t) G_u^T P q(t) \right)
$$

Based on the above equation, the worst case sup $H[d]$ occurs when $d(t) = \gamma^2 G_u^T P q(t)$, and it follows that

$$
H[d] \leq q^T (t) \left( A_u^T P + P A_u + Q + C_{w}^T C_{w} + \gamma^2 P G_u G_u^T P \right) q(t)
$$

$$
- q^T (t - \tau) Q q(t - \tau)
$$

(19)

The following lemma is introduced to obtain the bound of the uncertainty variations in (19) by known quantities.

Lemma 1: Given real matrices $D$, $\Phi(t)$, and $H$ of appropriate dimensions, suppose $\Phi^T (t) \Phi(t) \leq I$, for any positive scalar $p$, then

\begin{itemize}
  \item [(i)] $D \Phi(t) H + H^T \Phi^T (t) D^T \leq p D D^T + p^{-1} H^T H$

\end{itemize}

(ii) $\Phi(t) H + H^T \Phi^T (t) D^T \leq \rho H^T H$

$$
\begin{bmatrix}
0 & H^T \Phi^T (t) D^T
\end{bmatrix} \leq \begin{bmatrix}
\rho H^T H & 0
0 & \rho^{-1} D D^T
\end{bmatrix}
$$

\(\Box\)

Moreover, the following theorem transfers (19) into an LMI using Shur decomposition and demonstrates the designs of $K$ and $L$ which guarantee the robust disturbance attenuation.

Theorem: Consider system (8) with the full-order compensator (10). Given $\lambda$, $\rho_i > 0$, $i = 1, 2, \cdots, 10$, and a positive definite matrix $R$, if there exist $P = [P_{11} \ P_{12}; P_{12}^T \ P_{22}] > 0$, $Q = [Q_{11}^T \ Q_{12}; Q_{12}^T \ Q_{22}] > 0$, $P_{22} \geq I$, $Q_{11} > (\rho_{0}^{-1} + \rho_{9}^{-1} + \rho_{8}^{-1} + \rho_{7}^{-1} + \rho_{6}^{-1} + \rho_{5}^{-1} + \rho_{4}^{-1} + \rho_{3}^{-1} + \rho_{2}^{-1} + \rho_{1}^{-1}) H_d^T H_d$, and a scalar $\gamma > 0$, satisfying the following LMs

$$
\begin{bmatrix}
\Pi_{11} & \Pi_{12} & 0 & \Pi_{15} & \Pi_{16} & 0 & \Pi_{17} & 0 \\
* & \Pi_{22} & 0 & \Pi_{25} & \Pi_{26} & 0 & \Pi_{28} & \\
* & * & \Pi_{33} & 0 & 0 & 0 & 0 & 0 \\
* & * & * & \Pi_{44} & 0 & 0 & 0 & 0 \\
* & * & * & \Pi_{55} & 0 & 0 & 0 & 0 \\
* & * & * & * & \Pi_{66} & 0 & 0 & 0 \\
* & * & * & * & * & \Pi_{77} & 0 & 0 \\
* & * & * & * & * & * & \Pi_{88} & 0
\end{bmatrix} < 0
$$

(20)

where

$$
\Pi_{11} = (N A)^T P_{11} + P_{11} N A + \rho_{1}^{-1} + \rho_{2}^{-1} + \rho_{3}^{-1} + \rho_{4}^{-1}) H_d^T H_d + C^T C + Q_{11}
$$

$$
\Pi_{12} = (N A)^T P_{12} + P_{12} M A + Q_{12}
$$

$$
\Pi_{13} = P_{11} N A_d + P_{12} M A_d
$$

$$
\Pi_{14} = P_{22} M A + (M A)^T P_{22} + Q_{22} - \lambda C^T C + \rho_{10}^{-1} C^T C C^T C / 2
$$

$$
\Pi_{23} = P_{12}^T N A_d + P_{22} M A_d
$$

$$
\Pi_{33} = - (Q_{11} - (\rho_{0}^{-1} + \rho_{9}^{-1} + \rho_{8}^{-1} + \rho_{7}^{-1} + \rho_{6}^{-1} + \rho_{5}^{-1} + \rho_{4}^{-1} + \rho_{3}^{-1} + \rho_{2}^{-1} + \rho_{1}^{-1}) H_d^T H_d)
$$

$$
\Pi_{34} = -Q_{12}
$$

$$
\Pi_{44} = -Q_{22}
$$

$$
\Pi_{15} = P_{11} N E + P_{12} M E
$$

$$
\Pi_{16} = -P_{11} B
$$

$$
\Pi_{17} = [P_{12} M D \ P_{11} N D \ P_{11} N D_d \ P_{12} M D_d \ P_{12}]
$$

$$
\Pi_{25} = P_{12}^T N E + P_{22} M E
$$

$$
\Pi_{26} = P_{12}^T B
$$

$$
\Pi_{28} = P_{12}^T N D \ P_{22} M D \ P_{13} B R^{-1} B^T \ P_{12}^T B
$$

$$
\Pi_{13} = P_{11} B \ P_{12}^T N D_d \ P_{22} M D_d
$$

$$
\Pi_{55} = -\gamma^2 I
$$

$$
\Pi_{66} = -R
$$

$$
\Pi_{77} = -\text{diag}(\rho_{1}^{-1} I, \rho_{4}^{-1} I, \rho_{9}^{-1} I, \rho_{8}^{-1} I, 2\lambda I, \rho_{10}^{-1} I)
$$

$$
\Pi_{88} = -\text{diag}(\rho_{2} I, \rho_{3} I, \rho_{5}^{-1} I, \rho_{6} I, R, \rho_{7}^{-1} I, \rho_{8}^{-1} I, \rho_{9}^{-1} I)
$$

then robust disturbance attenuation (9) can be guaranteed. Furthermore, matrices $K$ and $L$ are given by
The detail is in Appendix.

4. Numerical Example

To illustrate the proposed controller design, consider the real example of chemical reactor system [15] within the corresponding form of system (2) with delay time $\tau = 1$ as

$K = R^{-1}B^TP_{11}$ and $L = \lambda P_{22}^{-1}C^T/2$.

Proof: The detail is in Appendix.

Moreover, in order to avoid the chattering problem, the term $s(t)$ in the controller (6) is replaced by the saturation function [8], and the new version of the controller is given by

$$u(t) = \begin{bmatrix} -6.9387 & 0.6675 & 6.675 & -0.6178 \\ 0.6675 & -0.6178 & 6.3451 & -0.2742 \\ -6.9387 & 0.6675 & -33.4124 & 2.2778 \\ 0.6675 & -0.6178 & 6.3451 & -0.2742 \end{bmatrix} \xi(q) dq.$$

Fig. 1. System outputs.
the trajectory representing the controlled system can maintain in the sliding layer in whole time. Figure 4 shows that the trajectories of $e(t)$ are bounded around zero and do not converge to zero because of the mismatched disturbance. The responses of the control inputs $u(t)$ are given in Fig. 5. The replacement of the saturation function eliminates the chattering. From Fig. 1, although the nominal system exists the state delay term and the mismatched disturbance, the system outputs $y(t)$ are finally bounded around zero. The simulation results demonstrate that the proposed controller design can guarantee the robust disturbance attenuation to outputs $y(t)$ once the system is in the sliding mode.

5. Conclusions

This paper has presented the output feedback integral sliding mode controller for a class of time-delay systems with structure uncertainties and mismatched disturbances. The auxiliary full-order compensator added into the design of the integral sliding surface can improve the synthesis problem of static output feedback sliding mode control. This paper utilizes the disturbance rejection condition in $H_{\infty}$ theory to derive an LMI comprised of the parameters of the system, controller, and compensator. When the specific LMI have solutions, both the stability of the closed-loop system and the condition of robust disturbance attenuation can be guaranteed. Moreover, the designed controller can maintain that the system is always in the sliding mode from the initial moment. Finally, the simulation results of the real chemical reactor example demonstrated the feasibility of the propose control scheme.
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Appendix

If there exists $P_{22} \geq I$, according to lemma 1 (ii), the following inequality is established

$$
q^T(t) \begin{bmatrix} 0 & -P_{12} \rho_0 P_{12} C^T C & 0 \\
-C^T C P_{22}^{-1} P_{12}^T & 0 & 0 \\
-P_{12} P_{12}^T C^T C & 0 & 0 
\end{bmatrix} q(t) \leq q^T(t) \begin{bmatrix} \rho_0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 
\end{bmatrix} q(t)
$$

where $\rho_0 > 0$. Applying lemma 1 and designing $K = R^{-1} B^T P_{11}$ and $L = \lambda P_{12} C^T / 2$, the bounded of $H[d]$ can be expressed as

$$
H[d] \leq \begin{bmatrix} q(t) \\ q(t - \tau) \end{bmatrix}^T \begin{bmatrix} \Xi_{11} & \Xi_{12} \\ \Xi_{12}^T & \Xi_{22} \end{bmatrix} \begin{bmatrix} q(t) \\ q(t - \tau) \end{bmatrix}
$$

where

\[
\Xi_{11} = \begin{bmatrix} (NA)^T P_{11} + P_{11} NA + C^T C & 0 \\
-\rho_0 P_{11} C^T C & 0 \\
-\rho_0^{-1} P_{11} C^T C & 0 
\end{bmatrix}
\]

\[
\Xi_{12} = \begin{bmatrix} 0 & \rho_0^{-1} P_{11} C^T C & 0 \\
0 & 0 & \rho_0^{-1} P_{11} C^T C \\
0 & 0 & 0 
\end{bmatrix}
\]

\[
\Xi_{22} = \begin{bmatrix} \rho_0^{-1} + \rho_1^{-1} + \rho_2^{-1} + \rho_3^{-1} + \rho_4^{-1} H_d^T H_d & 0 \\
0 & 0 & 0 
\end{bmatrix}
\]

and

\[
\Xi_{12} = \begin{bmatrix} P_{12}^T M A_d P_{12} & 0 \\
0 & P_{12}^T M A_d P_{12} 
\end{bmatrix}
\]

Notice that $P = \begin{bmatrix} P_{11} & P_{12} \\
P_{12}^T & P_{22} \end{bmatrix}$. If \( \Xi_{ij} < 0 \) and the property of disturbance attenuation (9) is satisfied. Through Shur decomposition, if there exists $Q_{ij} = \begin{bmatrix} \rho_j^{-1} + \rho_1^{-1} + \rho_2^{-1} + \rho_3^{-1} + \rho_4^{-1} H_d^T H_d & 0 \\
0 & 0 
\end{bmatrix}$, inequality $\begin{bmatrix} \Xi_{11} & \Xi_{12} \\
\Xi_{12}^T & \Xi_{22} \end{bmatrix} < 0$ is equivalent to the LMI (20). If there exist $\gamma$, $P_{11}$, $P_{12}$, $P_{22}$, $Q_{11}$, $Q_{12}$, and $Q_{22}$ satisfying the LMI, it implies to sup $H[d] < 0$ and to guarantee the robust disturbance attenuation. The proof of this theorem is completed.
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