A TEMPORAL MASKING TECHNIQUE AND ITS PERFORMANCE ANALYSIS FOR AUDIO WATERMARKING
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ABSTRACT

Echo hiding embeds watermark information bit in the delay time. For imperceptibility, we propose a temporal masking technique to match the psychoacoustic model. Based on the spreading property of PN sequences and expansions of logarithm and binomial, two asymptotic detection gains are derived depending on the echo gain is small or large. This performance analysis of the detection gain explains the improvement with an increment of a small echo gain and the degradation when a large echo gain is raised even higher. Computer simulation confirms our analysis.

1. INTRODUCTION

The recent growth of networked multimedia systems has increased the need for the protection of digital media. There have been many audio watermarking schemes proposed to preserve the intellectual property rights by taking advantages of the perceptual masking on different domains to keep imperceptibility and assure the security [1]-[2].

The echo hiding scheme embeds imperceptible watermark information bit in the delay time (echo), as human hearing is not susceptible to the echoes in a short time [3]. To avoid attack by hackers, a time spread unilateral pseudo-random noise (PN) kernel [4] can be used. By adding imperceptible pre-echoes, a bilateral PN time spread echo kernel further improves the detection gain [5]. For imperceptibility, we propose to suppress the pre-echoes and shape the kernel to match the psychoacoustic model [6]. The detection gain, whose closed-form formula will be derived analytically.

In Section 2, a new bilateral time spread echo hiding kernel is proposed. In Section 3, after presenting the encoding and decoding process, two areas of echo gain for detection gain is found from the performance analysis. Simulation supports our analysis in Section 4. Conclusion is given in Section 5.

2. A TEMPORAL MASKING KERNEL

We know that the masking effect of the psychoacoustic model [6] has two phenomena. First, it is decaying with time. As the echo goes further away from the original audio, the strength of the mask becomes lower with time, just like an exponential decay. Second, the pre-masking decline faster than the post-masking.

In order to avoid a perceptible echo, we try to match the proposed kernel to the psychoacoustic masking model with three steps. First, we shape unilateral time spread pseudo-random noise (PN) kernel $h(n)$ by multiplying a shaping function $v(n)$ which is decaying with time and delayed by $d$. We expand the pre-masking part with symmetry and suppress it by multiplying the suppression factor $P$, where $0 \leq \mu \leq 1$. Finally, we add the unit impulse $\delta(n)$ into the kernel. The proposed kernel is given in Fig 1.

![Fig. 1 Suppression shaped bilateral PN kernel](image_url)

The kernel can be formulated as

$$h(n) = \delta(n) + v(n - d) \cdot \alpha p(n - d) + v(-n - d) \cdot \alpha \mu p(-n - d)$$

where $d$ can be either $d_0$ or $d_1$, which is usually about 100-150 samples [6], depending on the watermark bit is 0 or 1. $p(n)$ is a pseudorandom sequence. We can see that the bilateral symmetric time spread echo kernel (BTSEH) [5] is a special case with with $\mu = 1$ and $v(n) = 1$, implying $v_\alpha^2 = L$ without shaping. Similarly, the unilateral time spreading echo hiding kernel (UTSEH) [4] is the case with $\mu = 0$ and $v(n) = 1$.

The PN sequence of length $L$ can be written as

---
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\[ p(n) = \sum_{k=0}^{n} p_k \delta(n-k) \quad \text{where} \quad p_k \in +1,-1 \] (2)

with an important spreading property
\[ \forall n, p(n) \otimes p(-n) \equiv L \cdot \delta(n) \quad \text{or} \quad \tilde{P}(w) \cdot P^*(w) \equiv L \] (3)

\( v(n) \) is a decreasing window function which makes echoes more imperceptible. The energy of \( v(n) \) is defined as
\[ \xi^2_n = \sum_{n-d+k} v^2(n) \] (4)

From (2)-(4), we have
\[ v(n) \otimes p(n) \equiv v(n) \otimes p(-n) \equiv \xi_n^2 \cdot \delta(n) \] (5)

or \( V(w) \otimes P(w) \cdot V(w)' \otimes P'(w) \equiv \xi_n^2 \)

where \( P(w), V(w) \) is the Fourier transform of \( p(n), v(n) \), and \( P'(w), V'(w) \) is the conjugation of \( P(w), V(w) \). \( \otimes \) is the linear convolution operation.

Besides, using (5), a series convolution of \( v(n) \otimes p(n) \) \( i \) times can be written as
\[ v(n)^{\otimes i} \otimes p^{\otimes i}(n) \equiv \begin{cases} 
\{v(n)^{(i-j)}\}^2 \cdot \delta(n) \cdot \xi_{ij}^2, & i > j \\
\xi_{ii}^2 \cdot \delta(n), & i = j \\
\{v(n)^{(i-j)}\}^2 \cdot \delta(n) \cdot \xi_{ij}^2, & i < j
\end{cases} \] (6)

These equations will be used later to find detection gain performance.

### 3. PERFORMANCE ANALYSIS

The encoding process is convolution of the audio \( s(n) \) with the kernel, and the watermarked signal will be
\[ y(n) = s(n) \otimes h(n) \] (7)

The decoding procedure in the first step is that we should transform the watermarked audio signal to cepstrum domain,
\[ \tilde{\xi}_s(n) = F^{-1} \left\{ \log \{ F \{ y(n) \} \} \right\} \] (8)

where \( F \) means the Fourier transformation and \( F^{-1} \) means the inverse Fourier transformation. From (7), the cepstrum of the watermarked signal can be written as
\[ \tilde{\xi}_s(n) = \xi_c(n) + \tilde{\xi}_h(n) \] (9)

where \( \xi_c(n) \) and \( \tilde{\xi}_h(n) \) denote the cepstrum of original audio signal \( s(n) \) and the kernel \( h(n) \), respectively.

### 3.1. Small echo gain

The next step will try to recognize where the peak value is. We call it the detection gain, which is the most important factor in \( \tilde{\xi}_s(n) \) [5].

\[ \xi_s(n) = IFT \log \left\{ FT \left[ \delta(n) + v(n-d) \cdot \alpha \cdot p(n-d) + v(-n-d) \cdot \alpha \cdot p(-n-d) \right] \right\} \]

\[ = IFT \left\{ \log \left[ 1 + e^{-j\omega d} V(w) \otimes P(w) + \alpha e^{-j\omega d} V^*(w) \otimes P^*(w) \right] \right\} \] (10)

With the logarithm expansion,
\[ \log(1+x) = \sum_{m=1}^{\infty} \frac{1}{m} (-1)^{m+1} x^m \] (11)

where \( x = \alpha e^{-j\omega d} V(w) \otimes P(w) + \alpha e^{-j\omega d} V^*(w) \otimes P^*(w) \) (12)

Note that the power series expansion in (11) will converge if
\[ |\alpha e^{-j\omega d} V(w) \otimes P(w) + \alpha e^{-j\omega d} V^*(w) \otimes P^*(w)| < 1 \] (13)

It means the echo gain must be very small. Applying the logarithm expansion, (9) can be written as
\[ \tilde{\xi}_s(n) = \sum_{m=1}^{\infty} \xi_{h,m}^{(m)}(n) \] (14)

where
\[ \xi_{h,m}^{(m)}(n) = \frac{1}{m} (-1)^{m+1} \alpha^m \cdot IFT \left\{ e^{-j\omega d} V(w) \otimes P(w) + \alpha e^{-j\omega d} V^*(w) \otimes P^*(w) \right\} \] (15)

By binomial expansion
\[ (a+b)^{m} = \sum_{i=0}^{m} C_m^i \cdot a^{m-i} \cdot b^i \] (16)

and setting \( a = e^{-j\omega d} V(w) \otimes P(w), b = \alpha e^{-j\omega d} V^*(w) \otimes P^*(w) \), (15) can be further expanded into
\[ \xi_{h,m}^{(m)}(n) = \frac{1}{m} (-1)^{m+1} \alpha^m \sum_{i=0}^{\infty} C_m^i \cdot IFT \left\{ e^{-j\omega d} V(w) \otimes P(w) \right\}^{m-i} \cdot \left\{ \alpha e^{-j\omega d} V^*(w) \otimes P^*(w) \right\}^i \]

\[ = \frac{1}{m} (-1)^{m+1} \alpha^m \sum_{i=0}^{\infty} C_m^i \cdot \delta(n-(m-i)d) \otimes [v^{(m-i)}(n) \cdot p^{(m-i)}(n) \otimes \delta(n+d) \otimes [v^{(m-i)}(n) \cdot p^{(m-i)}(n)] \]

(17)

We will focus on the coefficient at the first echo delay \( d \) [5], i.e.
\[ m - 2l = 1, \quad \text{or} \quad l = \frac{m-1}{2} \] (18)

\( m \) is therefore an odd positive integer which implies that only the odd terms will contribute to this first echo delay. For simplicity, we assume that the other echo delays with \( m - 2l \neq 1 \) can be neglected for a nearly ideal PN sequence with a very small echo gain \( \alpha \). According to (6) and (18), the coefficients in (17) of our concern at the first echo delay can be written as
\[ \xi_{h,m}^{(m)}(n) \equiv \frac{1}{m} (-1)^{m+1} \alpha^m C_m^i \cdot \frac{m-1}{2} \cdot e^{-j\omega d} \cdot [v(n-d) \cdot p(n-d)] \] (19)

with \( m \) being an odd integer, the kernel’s cepstrum of our interest at delay \( d \) becomes
\[ g^{(d)}_n(n) = \sum_{m=1}^{\infty} g^{(d)}_{h,m}(n) \]
\[ = \left[ \sum_{r=0}^{\infty} \frac{1}{2r+1} \alpha^{2r+1} C_{r+1}^{2r+1} \mu^r \varepsilon^r \right] v(n-d)p(n-d) \]
\[ = g \cdot v(n-d)p(n-d) \]  
(20)

where \( g = \left[ \sum_{r=0}^{\infty} \frac{1}{2r+1} \alpha^{2r+1} C_{r+1}^{2r+1} \mu^r \varepsilon^r \right] \)

The detection gain can be defined as the peak value at delay time \( d \)
\[ \beta = \left. \frac{1}{g} \right|_{\mu=1} g^{(d)}_n(n) \]
\[ = \sum_{r=0}^{\infty} \frac{1}{2r+1} \alpha^{2r+1} C_{r+1}^{2r+1} L \mu^r \varepsilon^r \]
\[ = g \cdot L \]  
(22)

The detection gains for bilateral methods can be easily obtained by setting the energy as \( \mu = 1 \) and \( \varepsilon^2 = L \), and \( \beta = \sum_{r=0}^{\infty} \frac{1}{2r+1} \alpha^{2r+1} C_{r+1}^{2r+1} L \mu^r \varepsilon^r \) are the same as before  

Similarly, the unilateral time spreading echo hiding kernel is \( \mu = 0 \) and \( \varepsilon^2 = L \), and \( \beta = \alpha L \) \([4]\).

### 3.2. Large echo gain

On the view of detection gain, if we use bigger echo gain \( \alpha \), we will have a better decoding gain at the echo delay. However, this thought is wrong!

As long as (13) is not satisfied, which means
\[ \alpha \varepsilon^2 = 1 \]  
(23)

We need to seek another asymptotical formula other than the one used in (11). That means the echo gain must be sufficiently high. Now we rewrite (10) as
\[ \xi(n) = IFT \left\{ \frac{1}{2} \log \left[ 1 + \alpha \varepsilon^2 V(w) \otimes P(w) \right] \right\} \]
\[ = IFT \left\{ \frac{1}{2} \log \left[ 1 + 2 \alpha \varepsilon^2 V(w) \otimes P(w) \right] \right\} \]
\[ + \frac{1}{2} \log \left[ 1 + 2 \alpha \varepsilon^2 V(w) \otimes P(w) \right] + \frac{1}{2} \log \left[ 1 + \alpha \varepsilon^2 (1 + \mu)^2 \right] \]

Bringing \( \alpha \varepsilon^2 \) out of the bracket
\[ \xi(n) = \tilde{\xi}_{h,DC} + \tilde{\xi}_h(n) \]  
(25)

where \( \tilde{\xi}_{h,DC} = \frac{1}{2} F^{-1} \left\{ \log \left[ \alpha \varepsilon^2 (1 + \mu)^2 \right] \right\} \) is constant, and
\[ \xi(n) = \frac{1}{2} F^{-1} \left\{ \log \left[ 1 + \alpha \varepsilon^2 V(w) \otimes P(w) \right] \right\} \]
(26)

Using the logarithm expansion and binomial expansion in (11), (12), and (14), we can express (26) as a general form.

Besides, by substituting \( (\alpha \varepsilon^2)^{\mu} V(w) + (\alpha \varepsilon^2)^{\mu} P(w) \) with \((1 + \mu)\varepsilon^2\), (26) can be further simplified as
\[ \xi_{h,m}(n) = \frac{1}{2m} (-1)^{m+1} \sum_{r=0}^{\infty} C_r^{2r+1} \left[ (1 + \mu)\varepsilon^2 \right]^{m-r} \left[ (1 + \mu)\varepsilon^2 \right]^{2r} \]
\[ \left( \alpha \varepsilon^2 V(w) \otimes P(w) + \alpha \varepsilon^2 \mu V^*(w) \otimes P^*(w) \right) \]
(27)

According to the spreading property in (6), we can further set \( (27) \) as
\[ \xi_h(n) = \frac{1}{2} \sum_{m=1}^{\infty} \xi_{h,m}(n) \]
\[ = \alpha \varepsilon^2 \left\{ \frac{1}{2m} \sum_{r=0}^{\infty} C_r^{2r+1} \left[ (1 + \mu)\varepsilon^2 \right]^{m-r} \left[ (1 + \mu)\varepsilon^2 \right]^{2r} \right\} \]
\[ - \frac{1}{2m} \sum_{r=0}^{\infty} C_r^{2r+1} \left[ (1 + \mu)\varepsilon^2 \right]^{m-r} \left[ (1 + (1 + \mu)\varepsilon^2)^{2r} \right] \]
(28)

We can observe that the peak value \( \beta \) decreases as echo gain \( \alpha \) increases, if \( \alpha \) is sufficiently large. Now we can see the important and surprising fact that an enlarged echo gain \( \alpha \) can increase or decrease the detection gain, depending on the echo gain \( \alpha \) itself is small enough or too large.

We can say with fair certainty that there is an area of the echoes to achieve the maximum detection peak value to make the correct detection probability largest. If the echo gain is in higher area, the increased echo gain not only pulls down the detection performance but also makes the echoes more perceptible.

### 4. SIMULATION

We want to simulate the formula we derived in (20) and (28) with \( \mu = 1 \) (BTSEH) and \( \mu = 0.4 \) without shaping \((\varepsilon^2) = L\). We choose an audio frame size which is 0.2 sec long to embed the same kernel with delay=100 samples and record the detection gain at this delay. The simulation results of detection gain at echo delay are shown in Fig. 2 and 3.

First, in Fig. 2 the theoretical dash line are derived from (20). The theoretical dash line with \( \mu = 1 \) (BTSEH) is very close to the simulated result. But it doesn’t happen on \( \mu = 0.4 \).

The discrepancy may result from the effect of the wrapping phase. Previous property of the cepstrum neglects the effect of the phase. The phase of \( Y^*(w), S(w)\), and \( H^*_e(w) \) are all within the region -\( \pi \) to \( \pi \). So the phase of the watermarked audio spectrum may be different from the
phase summation of original audio spectrum and the kernel spectrum. However, if we unwrap the phase, the magnitude of the audio cepstrum will become too large to cover the magnitude of the kernel. Therefore, the appearance of the PN pattern after the echo delay is no longer predominant so that the advantage of PN spreading may fail. However, the effect of phase with $\mu = 1$ is of no importance since the spectrum of this kernel is zero phase. Our simulation result will confirm this.

Second, in Fig 3 the theoretical dash lines are derived from (28). We can see that theoretical dash lines are similar to the simulated result.

Next, we fix $\alpha = 0.0156$ in Fig. 4 within the lower area. We see the longer PN contributes a larger detection gain. But simulation curve is a little bit different from theoretic curve at $\mu = 0.4$ due to phase effect as mentioned before.

5. CONCLUSION

In this paper, we have proposed a temporal masking technique for the time spread echo hiding scheme. It improves the robustness and imperceptibility of the watermarking. Theoretical asymptotical detection gains are derived and shown by simulation to match the conventional method. We also explain why the detection gain improves only when the echo gain is small enough.
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